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• Bridging Music with Text
• Contrastive Learning aligns music and text for cross-

modal semantic understanding
• Text Dropout improves model robustness

• Efficient Music Sequence Processing
• Bar Patching for efficient music representation  

based on ABC notation
• Masked Music Model pre-training objective for 

learning music features

• Large Pre-training Dataset
• WebMusicText (WebMT)  consists of 1.4M music-

text pairs (ABC notation), sourced from web

Bar Patching:
• Segments scores into bars/headers
• Converts each patch from 64x98 (tokens and vocabs)

matrix to 768D embeddings
• Enables representation of up to 512x64=32,768 tokens

Masked Music Model (M3):
• Based on an asymmetric encoder-decoder architecture
• Self-supervised using bar patching
• Introduces noise, then reconstructs bar characters 

based on patch features

Music: 1010 lead sheets (ABC notation) from Wikifonia 
with natural language info removed

Text:
• Title & Artist: From scores
• Description: Sourced from Wikipedia, processed 

using BART-large
• Genre: 8 classes, derived from Wikipedia by keyword 

matching
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