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1. Transfer learning with pre-trained audio embeddings

➢ Multiple bias correction (mLDA)

code: github. com/changhongw/audio-embedding-bias

▪ Investigate bias propagation in transfer learning with pre-trained 

audio embeddings

▪ Identify potential sources of bias and quantify bias effects

▪ Propose 4 post-processing countermeasures to mitigate bias

2. Quantifying bias effects

➢ Nonlinear bias correction (KLDA, mKLDA)

𝒙P: = 𝐈 − 𝒘𝒘T 𝒙

▪ Project out undesirable separation direction:

𝒙: original embedding, 𝒙P: processed embedding, 𝐈: unit matrix

𝒙P: = 𝐈 − 𝑉𝑉T 𝒙

▪ Extract domain separation direction in genre-space: 𝒘𝒈

▪ Collect 𝒘𝒈 into a matrix 𝑊 

▪ Factorizing 𝑊 by reduced singular vector decomposition 

(SVD) for orthogonal basis 𝑉: 

▪ Generalize by explicit kernel approximation

𝑓 𝒘 , 𝑓 𝒗 ≈ 𝑘 𝒘, 𝒗

𝑓: explicit nonlinear transformation

3. Bias correction
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➢ Single bias correction (LDA)
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▪ Dataset identity, genre distribution, etc.

▪ Downstream task: instrument recognition (10 classes)

▪ Datasets: OpenMIC-2018, IRMAS

▪ Classifier: binary logistic regression

▪ Cosine similarity between domain separation and instrument 

recognition
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➢ Domain sensitivity

➢ Source of bias

Embed bias? 
Quantify bias?
Bias correction?

▪ Training regime of embeddings, e.g. self-supervised training is 

more prone to overfitting a domain

▪ Class-vocabulary alignment between source and downstream task

▪ Require identifying populations to treat as equivalent

Conclusion

𝑊 = 𝑈𝛴𝑉T
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