
 

EXPERIMENTS
TRAIN

A5                F5               d1/4 d1/8

pr
ob

ab
lit

y p

...

...

...

...

...

...

...

...

A5, d1/4, F5, d1/8, F5, d1/8, E5, d1/8, D5, d1/8

tokenize

Transformer

Conventional /
Nucleus/
Typical sampling

A5                F5               d1/4 d1/8

pr
ob

ab
lit

y p

...

...

...

...

...

...

...

...

A5, d1/4, F5, d1/8, F5, d1/8, E5, d1/8, D5, d1/8

Transformer

GENERATION

 EXPLORING SAMPLING TECHNIQUES FOR 
GENERATING MELODIES WITH A TRANSFORMER 
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•We investigate the impact of distribution sampling techniques on 
musical qualities such as diversity and structure.
•We evaluate the effect of the sampling techniques in optimal 
circumstances and suboptimal circumstances.

Listener study mean-opinion score ± one standard deviation. The 
measured attributes are overall quality (QULT), perceived short-term 
structure (ST_STR), long-term structure (LT_STR), and complexity 
(CPLX).
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OBJECTIVE EVALUATIONS
Surprisal (Information-content)Structural Consistency (Self-similarity)

Structural Consistency (Self-similarity deviation) Scale Conisitency

•Nucleus sampling: removes the largest set of events with a 
probability that sums to a threshold.
•Typical sampling: sorts events by "typicality" (deviation of event's 
information content to entropy) and removes the least typical events 
with a probability that sums to a threshold.
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CONCLUSION

•Higher truncation strength leads to increased 
structural and tonal consistency.
•The truncation techniques improved musical qualities 
in suboptimal circumstances but not in optimal.
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MODEL DEGRADATIONS


