
Pseudo captions are effective in 
music captioning in both zero-
shot and transfer-learning settings

We released 0.5M audio and 

2.2M captions paired with 

MSD, MTT, and MusicCaps 

audio clips.

Part 2. Audio-to-Caption
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Human Annotated Caption

Music Captioning Model

(Transfer Learning)

Transfer Learning Using Small 

Human-Annotated Caption Dataset

This song features a pedal steel guitar playing 
the main melody. This starts off with a slide to a 
high register followed by plucking low register 
strings. This is accompanied by percussion 
playing a simple beat in common time....

Music Audio

Music Captioning Model

(Pretraining)

Pre-train Music Captioning Model

Using Pseudo-Caption Dataset

Music Audio

Generated Pseudo Caption

This gentle guitar song featuring a piano, 
percussion, and a soothing melody is perfect for 
relaxation with a slow tempo.

Generate Pseudo Caption Using 

Instruction & Large Language Model

Instruction Tag List
Write a song description 
sentence including the 
following attributes

guitar, piano, 
percussion, relaxing 
melody, slow tempo.

Generated Pseudo Caption

This gentle guitar song featuring a piano, 
percussion, and a soothing melody is perfect for 
relaxation with a slow tempo.

Large Language Model

LLM pseudo captions are 

comparable to human (experts) 
captions .

LLM-based caption generation 

shows higher performance 

than other methods.

LLM can generate various 
captions depending on the type 
of instruction and they have 
different advantage as follows:
� Writing: N-Gram overlappin�
� Summary: Semantic similarit�
� Paraphrase: Diversit�
� Attribute prediction: Diversity

Part 1. Tag-to-Caption


