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Highlights
Existing music audio embedding models can be 
used to transfer or learn representations to 
“non-Western” cultures

The inverse transfer direction, utilizing learned
representations from non-Western datasets, can 
be beneficial for Western target domains

The aggregation of all the cross-domain knowledge 
transfers can provide insights about the similarities 
between the domains, seeking to answer the 
question of the paper

TABLE 1. Relative frequencies of the top-10 tags

3. Cross-cultural Music Transfer Learning

4. Conclusions
• State-of-the-art models can benefit from knowledge transfer not only from 

Western to non-Western cultures but also the opposite too
• Transfer Learning results can be interpreted to a degree as a similarity metric 

between the music cultures

1. Datasets

• MagnaTagATune: 210 hours – top-50 tags
• FMA-medium: 208 hours – top-20 hierarchical genres

Western

• Lyra (Greek folk): 80 hours – top-30 tags
• Turkish-makam: 215 (out of 359) hours – top-30 tags

Eastern Mediterranean

• Hindustani: 206 (out of 343) hours – top-20 tags
• Carnatic: 218 (out of 503) hours – top-20 tags

Indian

• Transfer of a trained model from to a target domain and fine-tuning of the 
output layer or of the whole network

• Aggregation of all knowledge transfer results to specify which source is the best 
candidate for each target dataset and derive insights about domain similarity

2. Models
• VGG-ish: 7-layer CNN with 3×3 filters and 2×2 max-

pooling, followed FC layers – mel-specs of 3.69sec length
• Musicnn: vertical and horizontal convolutional filters to 

capture timbral and temporal features followed by dense 
layers – mel-specs of 3sec length

• Audio Spectrogram Transformer: 16×16 patches of 
input, trainable positional embeddings, encoder part of 
the Transformer – mel-specs of 8sec length

TABLE 2. Model performance on single domain auto-tagging tasks

TABLE 3. ROC-AUC scores (%) when applying transfer learning across all models and domains

FIG 1. Cross-cultural music 
transfer learning results. 
Rows correspond to the 
source datasets and columns
to the target dataset. The 
value of each cell (knowledge 
transfer) is normalized and 
averaged across all models 
and fine-tuning methods.
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