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Ø Model it as a generative problem!
Ø We propose to upmix in the parametric stereo space
Ø We propose to leverage machine learning techniques

o Classical: nearest neighbor(s)
o Deep learning: autoregressive and masked token modeling 

approaches
Ø Objective measures and subjective protocol
Ø Discussion
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INTRODUCTION

Upmixing from mono to stereo is still a need
§ Historical or originally mono recordings
§ “No-width” stereo recordings (e.g., mobile phone)
§ Mono-based processing (including deep learning)

The music stereo image, a great generative task!
§ Highly creative/artistic (e.g., instrument panning)
§ Highly subjective à One-to-many mapping

Existing approaches
§ Based on decorrelation (time delays, all-pass filters, etc.)

⎼ Limited effect/width
⎼ Cannot spatially separate individual elements in the mix

§ Based on source separation
⎼ Artifacts + Restrictive (e.g., number and types of sources)
⎼ Need automatic post-processing (e.g., stereo sources, panning)

METHOD

Parametric Stereo (PS) [1]

§ Classic coding technique (transmit
 mono audio + parameters)
§ Parameters are frame-based and 
 multi-band
§ Based on channel intensity difference 
 (IID) and channel correlation (IC)
§ Quantized
§ If done right, almost inaudible 
 artifacts

PS Generation

ML Model – Classic
§ Nearest neighbor (PS-NN)

⎼ For each frame (+ context), retrieve most similar from training 
data, using spectral energies for similarity

⎼ Take the corresponding PS parameters as prediction
⎼ Smooth the obtained PS parameter sequence

DecoderEncoder

DecoderML Model

ML Model – Generative
§ Autoregressive (PS-AR) [2]

⎼ Transformer-based (BERT [3]), conditioned on mono spectrogram

⎼ Classifier-free guidance + Weighted loss

§ Masked token modeling (PS-MTM)
⎼ Same setup as PS-AR
⎼ Sampling based on MaskGIT [4]
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