
Impact of time and note duration tokenizations on symbolic music modeling
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• Music modeling is commonly handled with tokens 

• Music can be tokenized by different ways 

• Time, note duration, pitch, instrument … 

• How does this tokenizations impact model perf ?

Background

Causal attention: only past context Full attention: past and future 
context

Sequence embedding

Generation

What explicit information?

Focus on time and note duration

Future work

Classification

Duration NoteOff

TimeShift
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Model considerations

• TimeShift —> time intervals 

• Bar + Position —> Onset / Offset positions 

• Duration —> Duration 

• NoteOff —> Note offsets

• Transformers struggle at « reasoning » but are 
better at capturing explicit information 

• Transformers can attend information differently

• This is only a step in symbolic music modeling 

• Experiment on other tasks / tokenizations 

• Design musical reasoning tasks to assess models

Prediction error ratios: token type, time, duplicated note, NoteOff errors

Continuation generated from the same prompt with the four strategies, 
from a checkpoint during training

Intrinsic dimension estimations of the learned sequence embeddings

Mean cosine similarity between seq. embedding and augmented seq. embedding
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