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● We iteratively transform, in T steps, a mixture 
spectrogram to the corresponding vocals

● We train a convolutional U-Net network with 
skip connections, conditioned on T, following [3]

● In inference, we stack the intermediate steps in 
a feature matrix.
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The SOTA on the singing voice extraction 
task is lead by deep learning models

PROBLEM: what happens if…
🪘 Our instrument line-up is out of domain?
📁 No open and fully-isolated multi track 
data is available for our use case.

● We record a clean testing set with two different singers and 
recording and mixing settings

● We run a controlled MUSHRA test on 25 subjects
● We select 6 tracks from the private Dunya database [4] with 

artist and audio quality diversity

● Bleeding or leakage: the sound of the rest of the 
instruments being present in the background in 
the stem of a given source

● Can be recorded easily, e.g. in live shows

● The Saraga Dataset [1]: +34h of multi track audio 
data with leakage of Carnatic Music concerts

🎯GOAL: use these data to develop a singing 
voice extraction model
󰤈WHY: to take advantage of domain knowledge 
in the data for improved performance
🛠CHALLENGE: leakage in the vocal stem

SEPARATION DATA W/ LEAKAGE

● Given feature matrix, we cluster the frequency 
bins to build the separation mask

● Vocal bins: + energy overall, - energy change
● Accomp bins: - energy overall, + energy change
● Shared bins: middle range (we can select and 

remove more for more restrictive separation)

CODE AND MODELS

(inspired by [2]

The model is 
adaptable!

Our most 
restrictive model

NOTE: By using 
and removing 
more clusters, 

we obtain a 
more restrictive 

separation, at 
the expense of 
source quality. 
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